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EXECUTIVE SUMMARY

ThisAT AOI AT O EO AAI EOAOAAT A $Q0817 O2APT OO0 11 .1Ad OOEA]
dedicatedto report on the CCAM infrastructure development, integration and deployment, which has been
carried out within the scope of the Task 3.4 of tli@ OBIX project.

D3.4 reports on the development, integration and deployment of roadside, traffic and corridor management
infrastructure, and the evolution of the platforms and applications required for the use cases-MTOBEX,
theseuse cases are permedintwo CBCs (Croslsorder Corridors) (SpaiRortugal and Greecd@urkey)

and six local TSs (Trial Sites) amongst which four are located in Europe (France, Finland, Netherlands and
Germany).

The CCAM infrastructure deployment activities at adlBCs ad TSs, n alignment with the CCAM
infrastructurespecifications describeih [1], aimedat delivering complete road facilities in December 2020
The activities to deploy or enhance the existing infrastructure in the CBCs andcEBaling to this goal
have mostly been concluded, whietlsocorresponds to the timeline presented in SectiorC2pending on
the individual scope of the CBCs and TSs, tleployed components of CCAM infrastructuriaclude
Roadside Units (RSUahd sensorsMEC or edge compute nodesnd ITS center or cloud infrastructyra
high-level summary of which is provided Trable 1. In additionto the hardware deployment, thepecific
CCAM applications that have been under development for theMEOBIX use cases are completed or are
nearing completion.

Within the scopeof the T3.4 activities a simpfenctional testing of thedeployed hardware and developed
software has been performed Further testing and integration of applications with the deployed
infrastructure is performed as the next stép the scope of integratio and verification(Phase 3)and is
currently anongoingactivity in most CBCs and TSs at the time of writing this deliverable.

This deliverableprovides an overview on the planning and global alignment of the activities that were
conducted by the indiiual sitesn section 2, summarizes the CCAMrastructurecomponents andross
border-corridor cooperation by each trial sitén section 3 The remaining sections provide a detailed
description of the roadside infrastructure components, the deploymentl &nhancement activities that
have been conducted, the evolved applications and platforms, as well as the integration and testing
activities of the CBC&ection 4 to 8)The same rich contents for the trial sites from DE, FI, FR, NL, CN and
KR is providd in the Annexe$o keep the focus of the main document on the CBCs and the overview of
components.
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1.INTRODUCTION

1.1. Corridorinfrastructure development and integration in 5GMOBIX

Being complex and distributed communication systems, the implementatioif€obperative, Connected
and Automated Mobilitf CCAM) infrastructurgrojects usuallyinvolvesboth the development andhe
installation of software, as well abe deployment of hadware to create &ooperative andintelligent
TransportSystem (GITS) In the 5GMOBIX project, this includes the development and provisioning of new
software packages procurement of networked hardware equipment, servers and/or specialized sensor
hardware for the fulfilment of thespecificuse case goalsf the two CBCs (Crosborder Corridors) (Spain
Portugal and Greecdurkey) anahe sixlocal TSs (Trial Sitesdmongst whichfour are located in Europe
(France, Finland, Netherlands and Germanyhis deliverable serves the purpose of describing the
development and integration activities of the roadside, traffic and automated driving management
infrastructures on theeCBCs and TS®nducted within the scopef T3.4

While the infrastructure enhancement with 5G capabilities is mostly a T3.3 activity, the activities described
in this deliverable focus fully on th€ CAMinfrastructure enhancement to attain the required corridor
functionality, of which 5G Modem hardwaratégration into RoadSide Units RSU3is only a smadir part.

On the other handit should be noted that the purpose of the CCAM infrastructure described in this
deliverable is to showcase and trthk 5G featuresor CCAM use cases.

ThisDeliverable igprepared at the end of the Phase 2 and reports on the status of the CCAM deployment

and enhancement activities, including preliminary test results pertaining to the correct functioning of the
deployed infrastructure. Starting from the simpfanctionaltesting methodology, further verification and
integration testing is then performed within the scope of T3.6. This delivefablleer provides an overview

T £ #"#08 AT A 4308 ##! - -MOBX BE gakidulér hdabtrudiurebricliididdiide ET Y
features and implementation, as shown rablel.

1.2. Purpose of the deliverable

This document is @liverable$ Q81 O2APT OO0 11 AT OOEAT O ET £AOAOCOOODA
dedicatedto report on theCCAM infrastructure developmenintegration and deployment It has been

carried out within the scope of th@ask 3.4 of the 5&MOBIX project. In alignment with th€ CAM
infrastructurespecifications irD2.3[1], the CCAM infrastructure deployment activities at aiat sitesaim

at delivering complete road facilities in December 2020.

1.3. Intended audience

Being open to the public, the Deliverable 3.4 provides a comprehensive overview to interested readers on
the CCAM infrastructure that has been rolled out, on applications and platforms that have been enhanced,
or new sensing components that have been addedttain the use cases of the different trial sites and

14
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crossborder corridors of the 5G MOBIX project. As such, this Deliverable also provides an overview on the
outcome of the roadside infrastructure development activities conducted within the project, which then
serve as the basis for the trialling activity thailldee conducted within the scope Work Packag€WP)4,

as well as the evaluation activities that will be defined by the deployed technologies in WP5.

1.4. Structure of the document

As a part of WP3 the activities in task T3.4 follow thph&se rollout pla that has been defined in
Deliverable 3.12]. It should be noted here that in the following structure of the document the main sections
from Section 4 to Section 8 are describing the CBCs only, with the description of tividimali trial sites
being available in the annesfor improved readabilityand in order to keep the focus on the CBCs

Thisdeliverable is structured into the following sections:

1 Section 2: Presents the implementation and deployment plan for the CCAMsficture and the
executionstepsof the 5phase rollout plan

9 Section 3: Provides an overview on CCAM infrastructure layepents, the overall CCAM
componentsemployed in the TSs and CB@&sd integration contributions of each local trial site to
crossborder corridors.

9 Section 4: Provides an overviefthe CCAM infrastructure components of ES/PT and GR/TR.

9 Section 5: Describes the infrastructure enhancement and deployment activities conducted by ES/PT
and GR/TR.

{ Section 6: DetailE€S/PT and GR/TR" # pplicatians developed for use cases and enhancement
of individual platforms.

1 Section 7: Describes the integration and testing activities conducted within the scope of the

DOAOET 66 OAAOEI 108 AAOEOEOEAOS
1 Section 8: Describes any future work that is planne&5/PT or in GR/TR.
1 Section 9: Concludes the main part of the document.

1 Annexes Provides the details of theixtrial sites, following the same structure as provided above
for the CBCsas well as preliminary test results of functitesting the infrastructureln addition a
section for technical installation guidéso detailed for the main part of the document is provided.

1.5. Impact of the Covid19 pandemicon T3.4

The emergence oflte Covid19 pandemic in Europe in the beginning of 2020 has coincided with the
activities conducted within the scope of T3.4. Tiecessaryestrictivemeasures taken by governments to
contain the pandemic haveanpacted the work in several way8part fromdisrupted working conditions
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the imposed lockdown measures have resultegtaniousdelays caused in general by tHemited freedom
of movement While thelockdown measuresvere andare specificto the countriesand differed in terms of
duration, there has been limitedability to access the CBCs and T&sd conduct theinstallation and
deployment activitiesln mid-2020this has led to a reworkealverallproject timeline and new-#phase plan
to account for the circumstancegccordingly, the Sphase plaraccounts for the delays foreseen at that
time, however, @irther delaysmay arisedepending on thalevelopment of thepandemicwith the required
collaborative effortsor end-to-end CCAM infrastructuréntegration and on-site testing.

1€
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2.IMPLEMENTATIONAND DEPLOYMENTPLAN FORCCAM
INFRASTRUCTURE

This section provides an overviewf the timeline and the steps followed for the CCAM infrastructure
deployment in 5GMOBIX. The planning and alignmentVebeen applied to all crosorder corricbrs and

trial sites to structure the activities within task T3.4. The corridor infrastructure development and
integration activities follow a 8’hase rollout strategy that has been devised within the scope of T3.1.

2.1. Global Alignment

The work conducted within T3t completethe road deployments is grouped in three main activities:

91 Infrastructure enhancement and development
1 Infrastructure integration
1 Platform and Apps evolution

These activities are carried out in 5 phasdsch partially overlap, as depicted ligurel. The first phase of
activities focuses on the execution plans and global alignment efforts, and the beginning of the
development and deployment activities. The focal point of the second phase is the sensor, edge, and cloud
infrastructure deployment and thir integration with 5G networks. This is followed by infrastructure testing
and verification activities in phase 3. The activities of the fourth phase aim at supporting early trialling with
the CCAM infrastructure, while facilitating further upgradestb@ deployments. Having completed these
activities, phase 5 then focuses on the maintenance of the CCAM infrastructure to support the full trialling.
Figure 1 provides an overview of these five phases implementing the rollout plan for the CCAM
infrastructure.

2.2. Development and Deployment Schedule

Following the 5phase plan of the 5®1obix project, the development and deployment schedule of the T3.4
activities is set to @nclude in December 2020narking the end ophase 2 To monitor the work progress,

all the task activities have been defined in the Qllpkool underan Infrastructure & Appsategory for each

TS and CBC. Each activity provided by the different sitesittethe planned start & end dates and task
assignees are also added to each activity. In addition, the owner of the task may set a slider to indicate the
progress of the individual taskGiven this approach the collaboration is managed also for the upegmi
phases of the project.
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PHASE 1 PHASE 2

Infrastructure Enhancement & Development

SR pE B _FR_NL

ES-
= CcN

Implement Functionality for User Stories

Deplayment
Execution

Cone

RSU Development

ution

CN

Global Alignment

Corridor specific
functionality

Cross-border specific
functionality

nfrastructure Testing, Upgrades for Full Trials
and Support for Early Trials

Sensor/Edge/Cloud and 5G integration

PHASE 3 PHASE 4

KR

Infrastructure Testing and Support for Full Trials

PHASE 5

Application Support for Full Trialing

ES-PT = Spain-Portugal, GR-TR = Greace - Turkey, DE = Germany
Fl = Finland, FR = France, NL =Netherlands, CN =China, KR =Korea

Figure 1: Overall Picture of the 5Phase Rollout Plan for CCAM Infrastructure
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2.3. T3.4 position in 5GMOBIX

The rollout of the CCAM infrastructure for 8@OBIX is closely related to other tasks in the proj@hese
interrelations are shown ifrigure2 below. The activities in T3.4 are preceded by the work performed in
WP2, most notably by T2.2 specifying the 5G architecture and technologies for CCAM, and by T2.3
specifying the infrastructur for 5G augmented CCANIhe specifications of T2.2 and T2.3 were reported on

in the publicly accessible deliverables DRBRand D2.J1] respectively.

Last but not leastT3.1defined the 5 Phaselanand provided rollout planning, taking into consideration

the status of T3.4.

T3.4 Inputs

A Trial site specific execution

T3.4 Report

Roll-out
Corridor and trial Sites roll-out plan with [EEERET

SRR Cctils cbouttheroll-outof al the il (U e G
il technologies and their components at the infrastructure components

LA [siteX] R
eport on
corridor/trial sites and their vehicles. (WHAT).

execution based on he
provided preparation,
execution, feedback

Creat Components
cycles. [WHAT, HOW]

Checklist (WHAT) wrt 5G

T2.2

5G architecture and technologies for
CCAM specificationsto describethe
reference 5G architecture and the
dedicated 5Gtechnologies relating o the
deployment of advanced CCAM use case

architecture and
technologies for CCAM for
each trial site (Activity 2)

Create Components
Checklist (WHAT) wrt

A Globdly integrated platform
for al corridors to aggregate
theinformation relevant to on
vehicle and onroad snsors,
enabling inter-play between
and amongg different
corridors. Control Center

infrastructure for 5G
augmented CCAM for each
trial site (Activity 1)
Additional toolbox,
interfaces, applications at
eachtrial site. checklist /

Specification of the infrastructure for

5G augmented CCAM: to specify the
IZRCN architecture and the components, aswell

astheir interaction with the vehicle to

execute the CCAM use cases

Figure 2: Overview on inputs to T3.4 activities

description (Activity 3
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3.OVERVIEW ONNFRASTRUCTURBEEPLOYMENTSCCAM
COMPONENTSAND COOPERATION

3.1. Status of CCAMInfrastructure Deployments at end of Phase 2

This section provides a brief overview on the achieved CCAM infrastructure deployments throughout all
CBCs and TSs at the end of Phase 2 in December 202fntrast topure software development projects

the approachfor realizing CCAM infrastructur@eploymentsdiffers significantly in terms of best practices,

as implementation projects such as SBOBIX face completely different challengedne challenge in this
connectionis the deployment of roadside infrastcture elements which usually requirean authorization

from local government bodies, detailed plannirmg required civil workge.g. for power supplyand the
preparation of theinstallation date. Furthermore, the abilitgf proper maintenanceafter the deployment
needs to befactored in e.g.to restore access ta faulty networkdevice A typical CCAM implementation
thereforerequires resources from a variety of specialized areas, including programming and interfacing, but
also networking, hardware deployment, and technical supp@mother deploymentchallenge to the 56
MOBIX consortium has been the late availability of 5Gpshis to be included e.g. intoroadside
deploymentsin order to provide 5G connectivity

As can be seen fronTable 1, the main components of CCAM infrastructure deplmnts can be
distinguished by Roadside Units (RSUs), MEC or edge compute nodes, applications developed for the use
cases, and ITS center or cloindrastructure The activities to deploy or enhance the existing infrastructure

in the CBCs and TSs have mgdikeen concluded, which corresponds to the timeline presented in Section
2. The table shows the number of items that have been deployed per CBC and TS, and ghsigldaron

the high-level status of the activity. For example, a device is first assembled and tested in a lab environment,
afterwards the deployment is performed on the devised location. After simple function tests are successful
the device is operationalFrom here onwards the devicengintained toensure that itsfunctionality is
provided as intended to the user. Similar to the hardware deployment, thglieations that have been
under development for the 5MOBIX use cases aoempleted or are nearingompletion. Following the
development of the application comes the functional testing of the software and subsequently the
deployment on MEC or cloud server infrastructure. Finallgyihg achieved tis important deployment
milestone, the testing and intgration of applications with the deployed infrastructuie performed as the

next step This testing and integration activity (Phasei8pngoing in most CBCs and TSs at the time of
writing this deliverable.
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Table 1: High-level overview on achieved CCAM infrastructure deployments

CBC/TS| MEC/Edge Applications | ITS centers/ | Status & remarks
Cloud
ESPT 2 (1 operational + 5, operational 4, dev. 2 (1deployed MEC in PT
1 under complete + 1 under installed,
deployment) deployment) configuration
pending
GRTR 2, testing in lab 3, testing 3, testing 2 Cloud MEC in GR is
services pending
deployed deployment
DE 9, operational 9, operational 2, dev. 1, operational PC5deployment is
complete pending
FI 2 (1 operational, - 4, testing 1, operational Some applications
1 under (Lidar integration started
deployment) pending)
FR 2, operational - 5, dev. 1,cloud MECs in FRS are
complete operational deployed
2, dev. 1,ITS centre KPI manager dev.
ongoing testing ongoing
NL 2, operational - 3, dev. 3, operational Applications
complete integration started
CN 5, operational 5,testing 1 1, operational -
KR - - 1 1, under -
construction
Total 24 22 24 13

3.2. Overview on CCAM InfrastructuréComponents

In order to facilitate the readethis section providean overview on the CCABbmponentsby introducing

the CCAMinfrastructure that habeen realised in the scope of 5GMobix by the different TSs and CBCs. The
detailed description of the individu&ICAMuse casess provided in the Deliverable D2[4], the roadside

and cloud infrastructure to support the CCAM use cage the other hand is described in DPLB
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In this deliverableve therefore focus on the realized CCAM components, which are presented in idetail
the specific TS/CBC sectians the following we briefly focus on the constitueBCAMcommunication and
infrastrudure elements thaffacilitate therealization ofthese use caseJhis includes the messages (either
based on a standardized ITS or a custom-stendard protocol) that connected elements transmit to (and
receive from) a central entity.

This central enty is also referred to as the V2X application seriigrand provides services for one or
multiple V2X applications in a specific area. A V2X application server responsible for a certain CCAM
application receives the messagesm the relevant set of elementg(g.,vehicles, roadside infrastructure,
pedestrians) and arranges them in topics, to which elements that participate in this V2X application can
subscribe to to learn about events that are of relevance for its own pugo$his communication
coordination performed by the V2X application server is known as message brokering, and if deployed in
the mobile network operators Mukaccess Edge Computing (MEC) infrastructure can be referred to as the
MEC BrokerAn important tool that supports the MEC Broker in serving messages of a particular topic only
to geographically relevant areas or communication participants is the Geoserver.

All the information that reaches the MEC Broker can be displayed in a central monitoring entity that
constitutes the ITS center, basically a control center / dashboard that visualizes the current CCAM message
events for the geographical area of interest.

Putting all these components together.g.,the CCAM messages, the communication infrastructure based
on5GUu or PCinterfaces the MEC Broker with Geoserver and the central ITS ceateate the distributed
application that realizes the specific purp® of the CCAM application at harld. 5GMobix a wide range of
CCAM applications have been realised with a varying focus on any of the aforementioned components. For
this reason,the following Table2 provides an aggregated view on the V2X architecture of the specific TSs
and CBCs.
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Table 2 Overview on CCAM architecture per CBC /TS

CBC/ TS CVv2X CCAM MEC Broker Geoserver MEC

Direct PC5/ Messages Deployment Applications

Uu-based

Uu CAM, DENM, Implementation Embedded in VRU,Geoserver
CPM, + based on MEC Broker + MQTT
custom Rabbitmq broker,Remote
messages driving and

Registry

PC5& Uu CAM, DENM MQTT - Assisted zere
+custom touch border
messages crossing

PC5& Uu CAM, CPM, Kafka, Mosquitto ETSibased, Signaling

DENM, MAP, MQTT part of Server for
SPAT + device layer Surroundview,
custom EDM Service
messages

Uu Custom Coordinator - HD Maps,
messages based on gRPC

Uu & PC5 CAM,DENV, MQTT Embedded in Data fusion,
CPM,MCM, MEC Broker Risk analysis,
MAP + Trajectory
custom guidance,
messages Predictive QoS

Uu CAM, DENM, Implementation Embedded in Remote drivimg
MAP, SPAT, based on MEC Broke
RTCM, IVI, Rabbitmq
CPM, MCM,
+ custom
messages

PC5 BSM, MAP, Mosquitto MQTT - (addition Cloudassisted
RSI, RSM, planned) driving
SPAT CAM

KR Uu Custom - - -
messages
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It should be noted here that depending on the specific use case not all components mentioned above are
required. Similarly, while some use case might utilize already standardized ITS messages, another use case
introduces a custom IT&essageutilizing a na-standardized message typ®etails on the particular
implementation of use cases are described by the CBCs and TSs in their respective sections of this
deliverable.Further differences can be found in the support for the V2X communication over the RIS an

Uu interface, which is a focus in some sites but not in all.

The approaches chosen for the V2X application server can be differentiated along the lines of the utilized
software €.g., based on popular tools like MQTT), the deployment of several imta responsible for
(possibly overlappingyeographical areas and the support for advanced-fpased servicedased e.g. on a
Geoserver or based on custom solutiots implement the intended message relayifghaviour Finally
another important aspecis that of republishing the information from the domain of another MEC broker,
e.g.,because of the relevance to the communication participants of the local MEC broker.

In particular this last aspect creates a whole new set of challenges to the MEC &nokitve participants of

the use case, when the environment should be open to all stakeholders and work across countries. Taking
this perspectivethe mobile network operators, the ITS and road authorities, as well as the automotive
industry need to be abl to work with the CCAM deployments of other countries in order to not have
scattered domains of service within specific areas or that are limited to particular borders of EU countries.

One important aspect in the discussion above is the need for stanmzaidn that enables the CCAM
platforms implemented in the MEC infrastructure to become open for the participation of all stakeholders,
avoiding scattered CCAM services and service areas as a result. On the highest abstraction level this
amounts to the capbility of the MEC architecture to support the intarking and coordination of different

MEC platformse.g., operated bydifferent MNOs.Given the lack of standardization in this area to date,
within the 5GMOBIXproject the partners have pursued thegrliment of their diverse CCAM use cases by
aiming at the integration of their contribution into CBCs.

Very recently these aspects have bearthe focus of a draft study on MEC federatifj by the ETSI ISG
MEC, which explicitly takes the MEC federation fe¥ZX into perspective

3.3. CCAM Tials & Goss-Corridor Cooperation Overview

In this section, we focus on the relationship between CBCs and TSs triahsss and introduce the CAM
infrastructure development and integrationcontributions of each local triasite to the crossborder
corridors. he plans for the transfer from local trial sites to crdmsder corridors and the integration of the
applications, technologies and any other assate detailed in D3.[2].
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3.3.1.Local Trial Site- CrossBorder Corridor CCAM Infrastructure Integration

Apart from thefour Europeartrial sites (Netherlands, Germany, Finland, France);N\8GBIX has an active
collaboration with theChinese (CN) and Korean (KR) sites, as is obvious by the inclusion of the CN and KR
user story definitions, architecture and trial setup plans. However, as the CN and KR sites are not receiving
any EU funding, it is not feasible for them to provide targibontributions to the European Cro&order
Corridors of 5@OBIX, due to both resource restrictions and financial constraints. For this reason, their
contributions to the cros$order corridors are excluded from this section.

The focus of the projecsito realize user stories that are categorized in five main use cases, which will be
tested at the trial sites. The 5@IOBIX user stories are:

Advanced driving

Platooning

Extended sensors

Remote driving

M W M ™M W

Vehicle Quality of Service support

5GMOBIX trial sites offer different user stories, environments and circumstances, using a variety of
equipment, all of them aiming to showcase the effect of 5G in cooperative, connected and automated
mobility. For more details abouhe distribution of use ase categories andach of the user storieemong

the different sites please refer to D2.[4]. Table 3 provides a brief overview of thECAM infrastructure
contributions of the local trial sitego the two crossAT OAAO AT OOEAT 008 .OOMWO 001
infrastructure contributions coveall WP3/T3.4 related activities, such as, infrastructure deployment and
enhancementactivities and CCAM platform and application development for the infrastructure.

Table 3: 5GMOBIX CrossBorder Corridor CCAM Infrastructure Comibutions from Local Trial Sites

User Story CrossBorder Corridor CCAM Infrastructure Contribution

O-#3 ! bbi EAAOGEIT 1 6

Advanced Application of the Manoeuvre Coordination Service (MCS&ised in Cooperative Collisio
Driving NL Avoidance (CoCA) user story will be transferred the ESPT corridor to evaluate
(ESPT) the Manoeuvre Coordination Message (MCM) and M€S communication framewor}

and lane merging service with MCM at CBCs.
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O, 6)3 6EAAT 3O00AATEIC ! bbi EAAOEI TS
LEVIS video streaming applicatiordeveloped at Fl trial site and is going to be transferi
to the GR- TR crossborder corridor together with 4K cameras, client devices, client ¢

Pintoonng @ | semversotwarek AA  OOkMatiOIAABOOBHAO OO OUS ) E
(GRTR) of the LEVIS video streaming application in FI TS will within the remote driving user
context in a MuliPLMN environment. Modifications are being made for use in platoon
user story in GRTR CBC, as higlesolution video streaming is going to be shared betwe
vehicles in a platoon to enhance safety and driving experience.
06 AEE AT A lenhaneetd RoAdSide Unit eRSUD 1 AO &I OI &
Provide vehicles, MECs and RSUs to BFAT OOEAT O O1 AADBIT U
Extended Dynamic Map (EDMAT AAT AA A@OAT AAA OAT 01 0O xEOE
Sensors DE O($ I ApO6 OAAT AOET Al 1 AE (Redioh & Biterpst (RFHEsEE
(ESPT) discovery service, EDM systems, MEC architectures and networdifénent countries
(recommendations for intercountry deployments). Benchmarking LDM and HD ma
results.
OWACA S$EOAT OAOU 3A0O0EAAG
_ TheEdge discovery servicg¢hat will be transferred by FI Tt6 ES-PT crossborder for the
Veshl;;IsO?tOS i extended sensornsser story will also be utilized in theshicleQuality of Service (Qo¢
(ESPT) supportuser story in assuring the application connectivity across the borbee.asset will

enable uninterrupted HD video streaming (download), for entertainment purposes, in
QoS support user story at the HST CBC.

3.3.2.  General CrossBorder CorridorContribution and Integration Plan

Figure3shows the TSCBC integration timeline for the local trial sites to deliver and deploy all the required
assets and resourceandto operate the planned user stories in crdssrder corridorsAs seen irFigure3,

the ITSserver from the FR TS will be adapted and transferred for seamless handoverR® EBC by the

end of February 202Regarding theNL trid site, it expects to complete in July 2021 the installation of MEC
application that enables infrastructure centred management with MCMs at th€?ESrossborder corridor

and the complete MCM/MCS communication framework for Edgesed evaluation at EBTCBC. The DE

trial site is going to transfer and run the EBdiabled extended sensors approach by July 2021. After
completion of these tasks, the EDM application and a portable version of the DE TS eRSU platform will be
integrated into the CCAM infrastructe of ESPT CBC in August 2021, based on the latest CBC contribution
integration plan.The edge discovery service developed at FI TS is planned to be transferreeP® &8ss
border corridor in December 202@inally,the LEVIS integration at the GRR cossborder corridor is
expected to complete the deployment of Jetson TX2 to the leader vehicle, the Real Time Streaming Protocol
(RTSP) server to the server, and the player code to the follower vehicle by July 2021.
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2020 200

Apr May Jun Jul Aug Sep Oct Nov Dec Jan Fab Mar Apr May Jun Jul Aug

Transfer NL MCM/MCS framework for Edge-based Evaluation at ES-PT CBC

Transfer DE EDM application to ES-PT CBC

Adapt and transfer FRIT rver for seamless handover te ES-PT CBC

Transfer DE Mobile eRSU platform to ES-PT CBC

Figure 3: 5G-MOBIX TSCBC CCAM Integration Timeline
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4. OVERVIEW OF INFRASTRCTURE COMPONENTS

The main infrastructure components that are relevant within the scope of this Deliverable and the definition
of the overall architecture have been specified in 02]&s:

9 Roadside sensor/actuator platform integrated with 5G communication infrastructure

9 Roadside unit (RSU) platform with required network interfaces for V2X and cloud communication

i Cloud infrastructure platform integrated with 5G and nré& auxiliary communication infrastructure for
V2X communication

1 CCAM Application development and integration with roadside and cloud infrastructure

4.1. CrossBorder Corridors and Trial Sites CCAM Infrascture Components
Overview

This subsection provides a summary of thmin infrastructure components at each trigite location
showing the similarity angbossible complementaritiebetween the trial sites and crodsorder corridors

The distribution of the CCAM infrastructure components based on main component and service categories
is listed inTable4.

Table4: CCAM Infrastructure Components at CrosBorder Corridors and Local Trial Sites

CCAM Infrastructure Components

Road senso RSU RSUMEC MNO MEC Cloud CCAM Services
(Far edge) (Near edge)
ES/PT TrafficRadar, Yes No Yes Yes Complex Manoeuvres,
Pedestrian Automated Shuttle,
detector, 5G Public Transport
smartphones,
ITS Centres,
Remote
Control
Centre
GR/TR Camera Yes No Yes Yes Seethrough streaming,

zero inspection

Camera, Yes Yes Yes Yes EDM, GDM, Edge
traffic MANO, edge service
discovery

..
m
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analysis, road

El

condition
No No No
FR Cameras, No Yes
LiDAR
Cameras No Yes

Yes

Yes

Yes

4.2. SpainPortugal (ESPT) Cross Border Corridor

4.2.1. Introduction

Yes

Yes

Yes

Remote driving, video
streaming, video
crowdsourcing, HD
mapping, MEC service
discovery

Infrastructureassisted
lane change
manoeuvre, different
MEC Deployment
options

Roadside assisted
merging, Remote
driving, Cooperative
Collision Avoidance

The ESPT crosshorder corridor manages 8 different user stories, as defined in Sections 5, 8 and 9 of D2.1
[4]. This section describes the development stage andaouotl details of the EPT CCAM infrastructure
depicted in Sectio® of D2.31], in order to carry out the defined user stories. The CCAM infrastructure relies
on different roadside devices (e.g., radars, pedestrian detectors, RSUs or smartphones), cloud infrastructure
elements and remotecontrol equipment. The E®T CBC has been developed from scratch, since none of
the CCAM infrastructure elements presented was available before th#18BIX project.
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4.2.2.  Overview of CCAM infrastructure components at E®T CBC
Figure4 depicts all the elements involved in CCAM infrastructure within thePESCBC.

INTERNET
]
] -
—
ITS Centre ITS Centre
Mo e Core Network Core Network Mo s
2 — —= E
[Fr=s) (o) ] I
_ e (o] amEs R u [
L1 Coi=o) r=s] 1
MEC MEC

Remote Control Centre

( A)) ( A))

e Base Station --------oooon T Base Station - ;

Pedestrian = Radar Pedestrian . Radar
CJT detector E ‘UB CJT detector ‘HE
\ system \ system -

5G Smartphone 5G Smartphone

Figure4: CCAM infrastructure in ESPT CBC

1 Traffic Radarsare used to provide connected vehicles with information about other vehicles in the
road. The radars used in the user stories are provided by Centro Tecnhol6gico de Automocion de
Galiciaand Instituto de Telecomunicacdes.

9 Pedestrian detectorsare usedto provide connected vehicles with information about vulnerable
users crossing roads. The pedestrian detectors used in the user stories are prboyideentro
Tecnoldgico de Automocion de Gali@ad Siemens Mobility ITS.

1 5G RSUsre used as a connectivity link to other sensors (like radars or pedestrian detectors) in order
to provide them with 5G capabilitie®€G RSUs used in the user stories are providgdCentro
Tecnoldgico de Automocion de Gahand Instituto de Telecomunagdes

1 5Gsmartphones are used as a tool for Vulnerable Road Users (VRUS) to protect themselves by
warning near vehicles about the VRU situation. 5G smartphones used in the user stories are provided
by Centro de Computacao Grafica
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ITS Centerds used asmalTS platform in the cloud with different objectives: to monitor connected
vehicles, to generate road events and notify connected vehicles about them, and to generate
OPAAOAO 1T &£# OEA OAEEAT AGO ($ 1 AP8 4EA AmnérdHA DI A
A-to-Be, Centro Tecnoldgico de Automocion de Galana Infrastruturas de Portugal.

Remote driving equipment recreates a vehicle cockpit that is used as a tool for driving vehicles
remotely in specific situations. This equipment (HW and SW)asiged by Centro Tecnoldgico de
Automocion de Galiciand Nokia Bell Labs.

MEC applicationsare some applications such as a Message Queuing Telemetry Transport (MQTT)
broker, which is the core of almost every communication in the common architecture afishe
stories, the Remote Driving application for enabling the communication between the vehicle and
OEA 2AT T OA #110011 #A1T OOAh 10 OEA #111EOEIIT
smartphones about possible collision risks with vehicles neaalby developed and integrated into

the MECs for complementing the CCAM infrastructuiéese software modules are provided by
Nokia Bell LabsCentro Tecnoldgico de Automocion de Galicia, Instituto de Telecomunicac¢des and
Centro de Computacao Grafica.

Greece-Turkey (GRTR) Cross Border Corridor

4.3.1. Introduction

GRTR user stories are hosted by four different servers, each running a different application. Application
details can be seen in D2.1 section 6 afd],/CCAM infrastructure details can be seen in D2.3 sectjdh 3
Servers are listed below. More details can be found in section 5.2 in this deliverable.

1
2
3.
4

Platooning server, hosted by Turkcell

See What | See server, hosted b &

| OOEOOHA OCAEAOIAT OAAO AOT OOEI ¢ OAOOAOKh EIT OOAA AU

. Autonomous Truck Routing servlosted by TUBITAK

4.3.2. Overview of CCAM infrastructure components at GR/TR CBC
The overall CCAM infrastructure components at GR/TR CBC can be seenFiguiteb below:
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Figure5: Overall CCAM Infrastructure for GRTR user stories

Roadside Unit: IMEC will provide threeoadsideunits with 5G, LTE/2x connectivity. The Velodyne VLP
16 Light Detection and Rangings (LIiDARS), provided by Ford Otosan, will be also placed in the RSUs. These
LiDARs will be used to increase perception capabilities of the TUBITAK Servers.

As shown inFigure 6 AAT T xh OEA 235 Al 1 OEOCOO 1T £ A OxAAOEAODC
mounted on a freestanding mounting pole. The base of the mounting pole is attached to a standard euro
pallet so the entire setup can be moved as a whole with a forklift.

Figure 6: Front View of the RSU
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The RSU provided by Interuniversity Microelectronics Centre (IMEC) is mobile. It can be installed outdoors
during the testing period and positioned as desiredcustoms sites. The RSU can be managed an
recovered remotely. It is able to provide power and netwagkink to a single LIDAR module. The LIiDAR
mounted in the RSU is the Velodyne VALB. The RSU allows minimal local processing of the data, e.g.,
converting data formats before sending it to thidoud. Hence, the heavy computations are done in the
cloud. For this purpose, the RSU must be able to relay data received from the LIDAR and/or OBU to the cloud
over a 5G Modem.

The RSU has access to a fallback internet connection. This is needed tdall®mote support / remote
configuration of the RSU both during development and when it is deployedita The 5@uplink included

in the RSU cannot be used for this purpose as it is part of the setup being developed/tested and is thus prone
to errors/econfigurations which may cause this link to go down. The fallbaglink is only used for
testing/debugging/reconfiguration. It is not used to relay data to/from the cloud.

The (simplified) architecture of the RSU is showRigure7:

g3 Erh | [erd pd ﬁﬁ‘

o aes | B1% 6% L
! L (o
i |-
() (=

E-Eial| £ A4

M anaged
Switch

1GigE

M anaged
PDU

External Power
220V AC

Figure 7: RSU Architecture

AsFigure7shows, the RSU contains the following components:

1 GPCU (General Purpose Compute Unig a PCEngines APU3D4 embedded PC that acts as the
Oi AET AT T 00T 11 A06 1T £ Qdite 5Q @GN apdihis Broviddsh 6GAUbIDEK U A
to the rest of the components. In addition, it can also be used for minimal local processing of sensor
data received via other components.
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5G Modemis a Quectel RM500Q 5G modem that is connected via USB3tBet@GPCU. It is
connected to two external SmartEQ LTE Omni Antennas and one SmartEQ AllDisc Gsinbal
Navigation Satellite System (GNS8htenna.

C-V2Xis a Cohda Wireless MK6c that is used for direct communication between the RSU and the
OBUs (i.e.: ¢ support catto-infrastructure use cases and to allow the RSU to act as a gateway
between the OBU and the cloud in those cases where the OBU has no direct 5G connectivity). The
C-V2X module is connected to two external SmartEQ-AVDual Band Omni Antenrsaand one
internal Taoglas Magma.AA.107 GNSS antenna.

LiDAR:the RSU is designed to allow a Velodyne MIARiDARto be connected to it. The RSU allows
data from thisLiDARto be routed to the cloud infrastructure via the GPCU & 5G modem.

USB GNSS Receivéds a Navilock NL8012U USB GNSS receiver that is connected directly to the
GPCU. It provides timing & location information to the other components of the RSU.

External 4G Routeris an external Mikrotik wAP LTE router that is used to provide a management
jTq OpIl ETE O OEA ET OAOI AOs &1 O i1 OA ET A& Oi AC
AT AOi AT 0o

2AAT OAOU 3UOOAI j EAOCAAEORD®D MAOAWABIOART HO 'AD5 O%IO0 -
used to facilitate remote management and remote reeoy of the other components of the RSU

(GPCU, & w8 h 808 ) Obyrami©Most EdnfylratidnProtdcol (DHCSrver for the

OET OAOT Al OOAT A0S 1T &£# OGEA 235 AT A EAO OAOEAI AIl
to allow these devices tbe recovered in case of a network issue.

Managed Switch:A Planet IG$42154P4T managed switch is used to connect all the components
of the RSU. By default, all components of the RSU are connected to the same internal subnet, but
the switch allows for mut more finegrained control over the network architecture of the RSU if
needed.

Managed PDUEO A 21T AT O %l AAOOT T EAO %4 ( oo -VOXEDE AOT A
LiDARof the RSU be power cycled remotely in case they get stuck for any reason.

Theinternal components of the RSU are highlightedHigure8.
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Figure 8: Components Inside RSU

These components arexplainedin Table5:

Table5: Main components of the RSU

1 Exhaust Fan. Turns on automatically when the temperature inside the RSU becg
too high

2 Electric heater. Turns oautomatically when the temperature inside the RSU
becomes todow

3 Fan temperature control

4 Heater temperature control

5 Circuit Breaker

6 5G Modem

7 GPCU

8 Recovery System (APU)

9 CGVvaXx

10 | PDU

11 | 220V sockets (e.g. faonnecting test equipment during servicing)

12 | Managed Switch

13 | 48V PSU: Supplies power to the Switch

14 | 12V PSU: Supplies power to the APU, PDU, GPERXCand LIDAR

15 | 24V PSU: Supplies power to the external 4G Modem

16 | Passive Poljector





























































































































































































































































































































































































































































